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Abstract. We present the electronic structure, magnetic properties, and structural properties
of metastable Fe1−xCux and Fe1−xAgx alloys over the whole composition range. Although in
the equilibrium state (Fe, Cu) and (Fe, Ag) do not form solid solutions, recent experiments
show that by using special techniques, continuous and homogeneous solid solutions of (Fe, Cu)
and (Fe, Ag) can be formed over the whole concentration range. In the present work, we have
used the tight-binding linear-muffin-tin-orbital method with the coherent-potential approximation
to calculate the electronic structure and magnetic moment of these alloys. Our calculation of
the density of states shows two very clear peaks due to Fe and Cu (Ag), in agreement with
the experimental x-ray photoemission spectroscopy results. Also our calculated values of the
magnetic moments for different compositions of the alloys are found to be in good agreement
with the experimental results. Our calculation shows that an Fe atom in an Fe–Cu alloy has
a lower magnetic moment than an Fe atom in an Fe–Ag alloy for the same composition. We
have also calculated the heat of formation of these alloys, which we always find to be positive,
implying the non-existence of stable phases of these alloys under equilibrium conditions.

1. Introduction

During the last decade, the electronic structure and other related properties of disordered
alloys have been a subject of considerable interest, both theoretically and experimentally.
Although the Korringa–Kohn–Rostoker (KKR) method combined with the coherent-
potential approximation (CPA) (see, e.g., [1, 2], and references therein) is perhaps the
most accurate single-site scheme for the study of electronic structure and related properties
of random substitutional alloys, its linearized version, the linear-muffin-tin-orbital (LMTO)
method, in the most localized or tight-binding (TB) representation [3–6], has emerged as an
efficient and computationally fast method for the calculation of the electronic structure of
solids without much loss of accuracy. The TB-LMTO method, like the KKR method, is a
first-principles parameter-free method within the local-spin-density approximation (LSDA)
of the density functional theory (DFT) [7], and its accuracy is comparable to that of the
KKR method. Kudrnovsky and co-workers [8–11] have shown that the TB-LMTO method
can be adopted for random disordered alloys with the incorporation of the CPA in this
scheme. It has also been shown recently that one can go beyond the single-site CPA, an
exercise necessary in dealing with alloys having correlated disorder such as short-range
order, within the TB-LMTO scheme [12, 13].

In this paper, we present the electronic structure, and magnetic and structural properties
of Fe–Cu and Fe–Ag systems, using the TB-LMTO-CPA scheme. The interest in these
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systems is borne out of the following observations. Fe has a half-filled d band, whereas
the d bands of Cu and Ag are well below the Fermi energy (EF ). Fe is ferromagnetic and
has a bcc structure, in contrast to Cu and Ag which are paramagnetic and fcc noble metals
having similar band structures. Fe has eight electrons in its outermost shell, whereas Cu
and Ag both have eleven electrons in their outermost shells, and, therefore, by varying the
composition of the alloy, one can vary the electron/atom ratio continuously from eight to
eleven. Also, the understanding of the electronic and magnetic structure of magnetic thin
films of iron alloys bears important relevance for both fundamental and applied physics
[14]. For example, there has been a lot of interest in the giant magnetoresistance of Fe–Ag
alloys. Also, artificially structured ferromagnetic materials, such as films and multilayers,
have attracted growing attention in view of their interesting and potential future applications
as magnetic materials [15, 16]. Our studies on the electronic properties of Fe–Cu and Fe–Ag
alloys can be valuable in the design of their artificial structures, even though we present
here their bulk electronic properties.

Unlike the case for most transition metals, which dissolve easily in noble metals, the
Fe solubility in Cu and Ag is almost zero. The phase diagrams of the Fe–Cu and Fe–Ag
systems indicate that they are completely immiscible in the equilibrium solid states [17, 18].
In the case of Fe–Cu, it is possible to obtain a solid solution at the terminal concentration
regions by solid quenching [19, 20], but Fe and Ag are immiscible even in the liquid state
[21]. However, in recent years, it has been shown that metastable and homogeneous alloys
of Fe–Cu and Fe–Ag systems can be formed over the entire range of compositions by
using special techniques, such as thermal evaporation [22, 23], liquid quenching [24], ion
implantation [25], sputtering [21, 26–29], and high-energy ball-milling [30]. It has been
reported [29] that Fe1−xCux alloys have a single bcc phase for 0< x < 0.4, a mixture
of bcc and fcc phases for 0.4 < x < 0.6, and a single fcc phase for 0.6 < x < 1.0, and
that Fe1−xAgx alloys form a single bcc phase for 0< x < 0.14, a mixture of bcc and fcc
phases for 0.14 < x < 0.6, and a single fcc phase for 0.6 < x < 1.0. There have been
several experimental studies on these metastable alloys. The magnetic properties [21, 26–
28], the Mössbauer effect [21, 31–35], and the process of phase separation during annealing
at elevated temperatures [27] are extensively investigated. It has been observed that the
spontaneous magnetization persists up to very low Fe concentrations in both Fe–Cu and
Fe–Ag alloys [21, 26]. Also, we have found some reports on the experimental study of the
electronic structure of these alloys using x-ray photoemission spectroscopy (XPS) [29, 36].

Kudrnovsky and co-workers [37, 38] have studied the electronic structure of these alloys
using the TB-LMTO-CPA scheme, but their calculations were based on an approximate
charge self-consistency scheme. In their work, they used atomic-sphere potentials of pure
constituents, but rescaled to their equilibrium Wigner–Seitz radii in the alloy. Thesefrozen
atomic-sphere potentials are approximately neutral in their own spheres and are related
to a common energy zero. This approach usually works quite well for paramagnetic
systems, but the ferromagnetic atomic-sphere potentials are not generally transferable, as the
magnetic moment and hence the level splitting can vary significantly on alloying. However,
Kudrnovskyet al [38] have justified their use of the above approach for Fe–Cu and Fe–
Ag systems by stating that the magnetic moments on the Fe atoms in these alloys remain
essentially constant and close to the pure crystal value. But our calculations show that this
is not so, especially in the Fe–Ag systems, in which the Fe moments vary considerably
as a function of composition. Moreover, we feel that a fully self-consistent calculation is
needed for the study of the magnetic and structural properties of ferromagnetic systems. In
this paper, we calculate the electronic structure of these alloys from a first-principles point
of view, and study the magnetic and structural properties through their electronic structure.
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We present the electronic density of states (DOS) of Fe1−xCux (x = 0.0, 0.17, 0.35, 0.53,
0.66, 0.90, and 1.0) and Fe1−xAgx (x = 0.0, 0.13, 0.25, 0.45, 0.67, 0.92, and 1.0) alloys
calculated using the scalar relativistic all-electron fully charge self-consistent TB-LMTO-
CPA scheme. The theoretical results are compared with the experimental XPS results of
Ushidaet al [29], and we find a good overall agreement between the two. We have also
calculated the magnetic moment of these alloys throughout the entire range of compositions,
and have compared our results with the available experimental results [21, 26]. We observe
that though the theory slightly overestimates the value of the magnetic moment, there is a
general qualitative agreement between the two. Our calculation of the heat of formation
of these alloys corroborates the experimental observation that under equilibrium conditions
Fe–Cu and Fe–Ag alloys cannot be formed.

The outline of this paper is as follows. In section 2, we briefly present the computational
details. In section 3, we present our results; the total and spin-polarized DOS, the magnetic
properties, and the alloy formation energy are presented in subsections 3.1, 3.2, and 3.3
respectively. Finally, in section 4, we summarize our results.

2. The method of calculation

The electronic structure of disordered Fe1−xCux and Fe1−xAgx alloys was calculated
using the all-electron fully charge self-consistent scalar relativistic TB-LMTO-CPA method
described in detail in the literature [8–11]. The charge self-consistency is treated within the
LSDA of the DFT [7]. In our calculations, we have used the parametrization of von Barth
and Hedin for the exchange–correlation potential [39]. The only input parameters in our
calculations are the atomic numbers of Fe(Z = 26), Cu (Z = 29), and Ag(Z = 47), and
the lattice structure. The lattice parameters for different compositions of the alloys were
taken from reference [29].

We started with atomic potentials for the components of the alloy, and constructed
the Hamiltonian in the orthogonal representation within the atomic-sphere approximation.
Then the TB-LMTO-CPA equations were solved to a high degree of accuracy. Thek-
integration necessary in the calculation of the alloy Green’s function was performed on a
regular network ofk-points in the irreducible wedge of the Brillouin zone (BZ). We have
divided the0–X edge into 14 equal parts for the fcc lattice and the0–H edge into 16 equal
parts for the bcc lattice, which gives approximately 250k-points in the irreducible BZ in
both cases. The integration method uses the complex energy plane, thereby speeding up
the calculations. The desired physical quantities were then obtained by numerical analytical
continuation back to the real axis [40] after the convergence had been achieved. We calculate
the charge densities from the converged alloy Green’s function and iterate until charge self-
consistency is achieved. The level of self-consistency of the crystal potentials on the Fe,
Cu, and Ag sites (i.e. the difference between the input and output potentials at each point
of the radial mesh) was less than 10−8 Ryd. The Fermi energies converged to within 0.1
mRyd in all of the cases. Furthermore, in our calculations, we have included the effects
of lattice relaxation in an approximate wayà la Kudrnovsky and Drchal [9, 41]. The idea
is to choose the atomic-sphere radii of the components in such a way that the spheres are
charge neutral. The constraints are that the spheres fill all space, and that the validity of
the atomic-sphere approximation is preserved.

In our calculations, the ratio of the Wigner–Seitz radii of the two components of the
alloy falls between 0.98 and 1.03 for the whole composition range, which is well within
the range of validity of the atomic-sphere approximation [41]. This exercise has one more
advantage: since the atomic spheres are charge neutral, the Madelung contribution to the



4458 S S A Razee et al

Figure 1. The total density of states (left-hand panel) of the present work, and x-ray
photoemission spectra (right-hand panel) (after Ushidaet al, reference [29]) for different
constituents of the Fe1−xCux alloy. The curves (a), (b), (c), (d), (e), and (f ) correspond to
the alloy constituents withx = 1.0, 0.90, 0.66, 0.35, 0.17, and 0.0 respectively. The vertical
dotted line indicates the Fermi level.

total energy of the alloy vanishes, which makes it much simpler to calculate the total energy.
The total energies of the system which we obtained in the present calculations are accurate
up to 0.1 mRyd.

We have calculated the total and spin-resolved DOS for Fe1−xCux (x = 0.0, 0.17, 0.35,
0.53, 0.66, 0.90, and 1.0) and Fe1−xAgx (x = 0.0, 0.13, 0.25, 0.45, 0.67, 0.92, and 1.0)
alloys. The magnetic moment per atom of the alloy was calculated from the following
relation:

µ = [N↑(EF )−N↓(EF )]µB (1)

whereN↑(EF ) andN↓(EF ) are respectively the integrated DOS at the Fermi energy for
majority and minority spins, andµB is the Bohr magnetron.

The formation energy or the heat of formation of a particular composition of the alloy
Fe1−xMx (M = Cu or Ag) is defined as

1H = Ecoh(alloy)− (1− x)Ecoh(Fe)− xEcoh(M) (2)

whereEcoh(alloy) is the cohesive energy of the alloy, andEcoh(Fe) andEcoh(M) denote the
cohesive energies of elemental Fe and M (M= Cu or Ag) respectively. Since the cohesive
energy of a solid is the difference between the total energy of the solid and the total energy
of the isolated atoms, we can rewrite the above equation as

1H = Etot (alloy)− (1− x)Etot (Fe)− xEtot (M). (3)

We have used equation (3) to calculate the heat of formation for different compositions of
Fe1−xCux and Fe1−xAgx alloys.
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Figure 2. The spin-resolved density of states for
Fe1−xCux alloys for x = 0.0, 0.17, 0.35, 0.66, 0.90,
and 1.0. The vertical dotted line indicates the Fermi
level.

3. Results and discussion

3.1. The electronic density of states

We have calculated the spin-polarized as well as the total DOS for Fe1−xCux (x = 0.0,
0.17, 0.35, 0.53, 0.66, 0.90, and 1.0) and Fe1−xAgx (x = 0.0, 0.13, 0.25, 0.45, 0.67, 0.92,
and 1.0) alloys, using the first-principles TB-LMTO-CPA formalism. First we discuss the
results for the Fe1−xCux system. In the range 0.4 < x < 0.6, Fe1−xCux alloys form a
mixture of bcc and fcc phases. On the Cu-rich side of this range (x > 0.6), these alloys
have a single fcc phase, and on the Fe-rich side of this range, (x < 0.4) these alloys have a
single bcc phase. However, Ushidaet al [29] report that forx = 0.53 the dominant phase is
the fcc phase. Therefore, in our calculations, we have taken a single bcc phase forx = 0.0,
0.17, and 0.35, and we have assumed a single fcc phase forx = 0.53, 0.66, 0.90 and 1.0.
In figure 1 we show the total DOS for Fe1−xCux alloys for these concentrations (left-hand
panel) along with the experimental XPS results (right-hand panel).

Our calculated DOS are qualitatively similar to those reported by Kudrnovskyet al [38],
where self-consistency was adopted in an approximate way. Although the interpretation of
the XPS results would require the calculation of matrix elements, and many-body effects,
convolution with the experimental resolution, and modulation by the photoionization cross
section, etc [38, 42], the XPS does reflect the dominant features of the DOS, and thus
our comparison should be viewed in this light. We observe that the Fermi energy in pure
Fe lies around the middle of the Fe d band, while in Cu it lies well above the Cu d band.
Therefore, we expect that Fe1−xCux will form a split-band system, which is what we observe
both in our theoretical results and in the XPS results of Ushidaet al [29]. We see that as
one adds Fe to Cu, a new peak in the alloy DOS emerges due to Fe. In Fe65Cu35, two
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peaks are clearly visible. As the concentration of Fe increases, the Cu-derived peak gets
progressively weaker, and finally disappears in pure Fe. Also, we observe that the DOS
at EF is of predominantly Fe 3d character, and as the Cu concentration increases, the Fe-
derived d band in the DOS shrinks in conformity with the experimental results. In figure 2
we show the spin-resolved DOS for the above compositions of the Fe1−xCux alloy, which
also agree with the results of Kudrnovskyet al [38]. We observe that the d band of the
majority spin is almost filled for all of the compositions, and that the main contribution to
the total DOS atEF is from the minority spin.

Figure 3. The total density of states (left-hand panel) of the present work, and x-ray
photoemission spectra (right-hand panel) (after Ushidaet al, reference [29]) for different
constituents of the Fe1−xAgx alloy. The curves (a), (b), (c), (d), (e), and (f ) correspond to
the alloy constituents withx = 1.0, 0.92, 0.67, 0.45, 0.13, and 0.0 respectively. The vertical
dotted line indicates the Fermi level.

We now present the results for Fe1−xAgx alloys. Compared with that for Fe1−xCux
alloys, the concentration range over which Fe1−xAgx alloys form a mixture of bcc and fcc
phases is considerably wider, i.e. 0.14 < x < 0.6. For x < 0.14, these alloys have a
single bcc phase, and forx > 0.6 they form a single fcc phase. But Ushidaet al [29]
have reported that by using a sputtering technique they were able to produce a single fcc
phase forx = 0.45. In figure 3 we present the total DOS for the bcc phase (x = 0.0,
0.13, and 0.25) as well as the fcc phase (x = 0.45, 0.67, 0.92, and 1.0) of the Fe1−xAgx
alloys (left-hand panel), along with the XPS results (right-hand panel). We note that the
Fe d band and the Ag d band are well separated, indicating that Fe1−xAgx will be a split-
band system. The band splitting is more than what we have seen in the case of Fe1−xCux ,
because the Ag d band lies at lower energy compared to the Cu d band (with respect to
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Figure 4. The spin-resolved density of states of Fe1−xAgx alloys for x = 0.0, 0.13, 0.45, 0.67,
0.92, and 1.0. The vertical dotted line indicates the Fermi level.

the corresponding Fermi energy) [43]. Again, our calculated DOS agree qualitatively with
those of Kudrnovskyet al [38], and the XPS results corroborate our theoretical predictions.
We also observe that, for this alloy, the DOS atEF arises almost entirely from the Fe d
bands. In figure 4 we show the spin-polarized DOS for this system, which are similar to
those obtained by Kudrnovskyet al [38]. Again, as in the case of the Fe1−xCux system,
we observe that except forx = 0.0 (pure Fe) andx = 1, the major contribution to the total
DOS atEF is from the minority spins.

3.2. The magnetic moment

We have calculated the average magnetic moment of Fe1−xCux and Fe1−xAgx alloys
throughout the entire range of compositions, and compared our results with the available
experimental data on the average magnetic moments of these alloys. In figure 5(a) we have
plotted the average magnetic moments of the Fe1−xCux alloys against the Cu concentration.
We observe that our theoretical values of the magnetic moments for different concentrations
are slightly larger than the corresponding experimental values as reported by Sumiyama
et al [26]. The deviation is more towards the Cu-rich side of the alloy composition.
Furthermore, experimentally, the magnetic moment vanishes atx = 0.92, whereas our
theoretical calculations show that even forx = 0.95 the magnetic moment is non-zero,
though it is very small. As local environmental fluctuations play an important role near the
phase transition, we feel that this slight disagreement between the theory and experiment is
probably due to the CPA, which does not take these fluctuations properly into account [44].
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Figure 5. Theoretical (�) (present work) and experimental (+) average magnetic moments
of (a) Fe1−xCux (the experimental results are after Sumiyamaet al [26]) and (b) Fe1−xAgx
(the experimental results are after Sumiyama and Nakamura [21]) alloys as functions of the
composition.

However, we observe that there is an overall qualitative agreement between our theoretical
results and the experimental results of reference [26]. Also, in a more recent publication,
Ma et al [45] have reported that the magnetic moment of Fe1−xCux alloys increases linearly
with the Fe content, and there is no noticeable discontinuity at the fcc-to-bcc transition. Our
theoretical results also show a similar trend.

In figure 5(b) we show the results for Fe1−xAgx alloys. In this case we find that there
is even better agreement between our theoretical results and the experimental results of
Sumiyama and Nakamura [21]. However, in this case also, we find that theory somewhat
overestimates the value of the magnetic moment for all of the compositions of the alloy.

In figure 6(a) we show the theoretical values of the magnetic moments of an Fe atom
for different compositions of Fe1−xCux and Fe1−xAgx alloys. We note that the magnetic
moment of an Fe atom in an Fe–Cu alloy for a particular composition is always lower
than that of an Fe atom in an Fe–Ag alloy for the same composition. It has been earlier
observed, both experimentally and theoretically, that Fe atoms in an alloy having a larger
atomic volume tend to have a larger value of the magnetic moment than that in an alloy
having a smaller atomic volume [46–49]. In a series of papers, Zeller, Dederichs, and co-
workers [50–53] have presented the electronic structure and magnetic properties of dilute
Fe alloys with transition metals and noble metals using the first-principles KKR Green’s
function method [50, 54]. They have reported similar observations. In the present case, we
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Figure 6. (a) The magnetic moments of an Fe atom in Fe1−xCux (�) and Fe1−xAgx (+) alloys
for different compositions. (b) The magnetic moment of a Cu atom in Fe1−xCux (�) and that
of a Ag atom in Fe1−xAgx (+) alloys for different compositions. The lines joining the points
are a guide to the eye.

note that the lattice constant of Fe–Ag alloy is always larger than that of Fe–Cu alloy for
the corresponding composition. Thus, our results corroborate the earlier observations on the
ferromagnetic Fe alloys. The reason for the tendency towards larger magnetic moments in
Fe–Ag alloys is that, due to the larger lattice constant of Fe–Ag alloys, the atomic behaviour
of Fe atoms becomes more pronounced, and, therefore, the moments are always larger than
in Fe–Cu alloys.

We also observe that the variation of the Fe magnetic moment with concentration is
not significant in the Fe–Cu system, while it is considerable in the Fe–Ag system. This
can be understood in terms of the Wigner–Seitz radii of the constituent atoms (Fe: 2.662
au; Cu: 2.669 au; Ag: 3.005 au), which are almost equal in the Fe–Cu system but quite
different in the Fe–Ag system. In the Fe–Ag system, we observe a drop in the Fe moment
at aboutx = 0.65. We note that at around this concentration the structure changes from fcc
to bcc, and the Wigner–Seitz radii for fcc-Fe0.55Ag0.45 and bcc-Fe0.75Ag0.25 are 2.936 au
and 2.747 au, respectively. Therefore, there is considerable change in the atomic volume
while going from the fcc to the bcc phase, and this is responsible for the drop in the Fe
magnetic moment. On the other hand, in the Fe–Cu system, the Wigner–Seitz radius does
not vary significantly as a function of the composition, and hence we do not observe the
above effect in this system.

For the sake of completeness, we have also shown the magnetic moments on Cu (Ag)



4464 S S A Razee et al

sites in Fe–Cu (Fe–Ag) alloys in figure 6(b). It is interesting to note that both Cu and Ag
develop magnetic moments as a result of alloying with Fe, although the values are very
small. This is to be expected because the electron gas in these alloys gets polarized as the
ferromagnetism sets in.

Figure 7. Alloy formation energy of fcc-Fe1−xAgx (�), bcc-Fe1−xAgx (+), fcc-Fe1−xCux (�),
and bcc-Fe1−xCux (×) alloys for different compositions. The solid lines joining the points are
a guide to the eye.

3.3. The alloy formation energy

We have calculated the heat of formation or the alloy formation energy of the Fe1−xCux and
Fe1−xAgx alloys for different compositions. The results are shown in figure 7. We observe
that the heat of formation is always non-negative, thereby implying the non-existence of a
stable phase of these alloys. However, as reported in the literature, it is possible to overcome
this barrier (positive heat of formation) by using special techniques, e.g. sputtering, and ion
beam mixing. We also note that the heat of formation of the Fe–Ag alloys is much larger
than that of the Fe–Cu alloys. This implies that the Fe–Ag alloys are more difficult to form
than the Fe–Cu alloys. This agrees well with the experimental observations that, whereas
one can produce Fe–Cu alloys at the terminal concentrations by solid quenching [19, 20],
Fe and Ag are immiscible even in the liquid state [17, 21, 29].

4. Conclusions

We have presented the calculation of the DOS, magnetic moments, and heat of formation of
Fe–Cu and Fe–Ag alloys using the first-principles TB-LMTO-CPA method. Our calculation
of the DOS shows that these systems are split-band systems, in agreement with the XPS
results. We find that the DOS is predominantly d-like at the Fermi energy. Our calculated
magnetic moments are in good agreement with the experimental results. We find that Fe
in Fe–Cu alloys has a lower magnetic moment than Fe in Fe–Ag alloys. We also find that
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the heat of formation for these alloys is always positive, implying that these alloys cannot
form stable phases under equilibrium conditions.
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